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Preface

- The work described in this report was performed by the Space Sciences Division
of the Jet Propulsion Laboratory.
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Abstract

The analysis of pictorial data in the biomedical fields has increased sufficiently
- in the past few years to warrant the use of computers to process this data. A
description of image processing research conducted at the Jet Propulsion Labora-
tory, particularly in the area of image enhancement, is contained in this paper.
Frequency-response methods, which allow computer processing techniques to be
directly related to the imaging system and to the image subject, are discussed.
The most important enhancement technique, two-dimensional digital filtering, “is
described and illustrated with numerical examples. Examples of before-and-after
computer-processed pictures are shown which illustrate low-pass; bigh-pass,
high-frequency restoraticn, feature-selective and nonlinear filters. Subtraction -
techniques are also discussed and an example is given of a computerized f'm-
measurement procedure that requires prrprocessing of the image by filtering
techniques. This application involves measurement of the width of trabecular
bone shadows from x-ray film.
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Improving Biomedical Image Quality
~ With Computers

l. Importance of'lmdge Processing

Pictorial data has long been an important source of
information in medicine and biology, but until quite
recently, little use has'been made of computers to process
this data. Perhaps the major obstacle to such develop-
ment was the difficulty of getting pictures into and out
of the computer, The character recognition systems de-
veloped in the fifties were, in general, not applicable to
biomedical image problems because of the restrictive
nature of the input devices. High resolution image scan-
ners with the ability to detect multiple shades of grey
- were required and, while such devices became available
in the early sixties, it was difficult to find biomedical
applications that would justify their cost which frequently
fell into the half-million dollar range.

In the past two or three years the cost of scanners has
“gone down and the need for image processing has gone
up, As a result, the prospects are quite good that com-
puters will be used extensively within the next two to
five years both for image enhancement ard for pictorial
data-extraction. Some of the current and potential areas
of application are described in the following paragraphs.

JPL TECHNICAL REPORT 32-1336

When used to enhance existing pictures, the computer
is potentially capable of producing an absolute improve-
ment in image quality because processing methods are
available that can retrieve information partially lost in
the image cenerating system. These techniques are ap-
plicable to x-ray films, to photomicrographs, or to vir-
tually any type of photographic data.

- The computer can also remove useless data or empha-
size selected classes of features. Processing of this type
might he used for mass screening of medical x-ray film
in the hope of reducing viewing time. Considering the
fact that over 200 million x-ray films were made in the
United States last year, it is clear that computer-aided
analysis of radiographs is a useful objective.

The current interest in computer image processing has
been intensified by the recent emergence of biomedical
techniques that require objects on film to be counted or
measured, Computer micthods have already been exten-
sively applied to the problem of counting and sorting
human chromosomes (karyotyping). As an example, one
film-scanning system karyotypes a cell in 20 seconds —
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an activity that rcquires approximately 15 minutes when
accomplished manually by cutting and sorting the
chromos,umes from a print (Ref. 1). Work is also in
progress in automatic white blood cell classification
(Ref. 2), in autoradiographic grain counting, and in
numerous cther areas.

Over the past three years, research in computer image
enhancement at the Jet Propulsion Laboratory (JPL) has
been experimentally applied to biomedical pictures in

* _general and, particalarly, to medical radiographs (Ref 3).

The initial objective was simply to see if the computing
techniques developed for processing spacecraft television
pictures (Ref. 4) could be usefully extended to bio-
medical imagery. Rather than immediately attempting
to apply the computer to a specific clinical or research
nroblem, we have taken the more general approach of
developing processing techniques applicable to classes
of pictures such as pictures with high noise Jevels, pic-
tures of low contrast, pictures having poor resolution, etc.

The main purpose of this paper is to describe some of
the enhancement methods that have developed. As ont-
lined in the next section, the frequency-domain approach
to image system analysis was chosen as the most suit-
able means to relate the computer methods to the physi-
cal imaging system' and to the subject. Particular
attention is paid to the interpretation of the system trans-
fer function relative to the subject content. Following
this, the most important computer enhancement tech-
nique, digital filtering, is discussed and illustrated with
numerical examples. Details of filter evaluation and syn-
thesis are covered in the appendix. The effects of various
enhancement techniques, including linear and nonlinear
filtering, are illustrated with examples of biomedical pic-
tures before-and after computer processing. An example
of quantitative pictorial data analysic which uses the
preceding enhanccment techniques is also described.

Il. Frequency Response Methods Applied
to Imaging Systems

The general objective of picture enhancement is to
make selected features easier to see. This might require
suppression of useless data such as random noise and
background chading or perhaps amplification of fine de-
tail. Background shading becomes a problem when it is

*In this report the term imaging system means all psrts of the sys-
tem between the subject and the image digitizer.

2 o

superimposed onto low contrast features, Usually, the
subject itself is the source of the problem. For example,
the sinall bones in the ear cannot generally be seen in a
standard x-ray film because thcy absorb too little radia-
tion relative to the larger surrounding bone mass. Ran-
dom noise in an x-ray film results from the spatial
fluctuations of the illuminating radiation, Similarly, film
scanning systems inject noise into the image because of
fluctuations in the light source and because of electrical
noisc in the output of the light-sensing device. Fine
detail is lost by diffraction effects in optical systems or
by fluorescent intensifying screens in. x-ray systems.
Clearly the 1maging system as well as the subject must
be taken into account when selecting a computer en-
hancement procedure, and to accomplish this 2 common
method for describing each part of the system must be
used. In many cases, frequency response techniques
based on the Fourier transform can provide a common
basis for relating the computer methods to the subject
and to the imaging system.

. With this technique, -the subject or, more accurately,
the signal composed of the spatial distribution of photons
tha* results from illuminating the subject, is described by
its Fourier or frequency-domain transform. That is, it is
well known that any absolutely integrable signal can be
decomposed into pure sinusoids cf varying frequency,
amplitude, and phase, and that the two representations,
spatial and frequency, are precisely equivalent in the sense
that each can theoretically be obtained frem the other.

For a picture system, frequency is measured as cycles-

per millimeter across the image.

Using frequency response methods, the imaging system
is described by its optical transfer function (OTF) — also
called more simply the transfer function — which is
defined as the relutive amplitude and phase response of
the system to sinusoidal inputs of varying frequency. The
amplitude response is commonly called the modulation
transfer function (MTF). For an imaging system in which
phase shift is absent, the OTF and the MTF are the same.
If the imaging system is linear, which in this case means
that the system output contains exactly the same fre-
quencies as the input, then the signal spectrum of the
output is equal to the product of the system transfer
function and the input signal spectrum.®

*Certain parts of the system, such as the film, are nct linear; but a
linearizing correction can often be made when the image is pro-
cessed with the computer For film, the correction can be made
if the optical density vs relative log exposure curve is known, -
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Under suitable conditions® the image digitizing process
and many of the computer enhancement operations can
be considered as linear extensions of the imaging system,
and transfer functicns for these parts can be derived.
This in turn means that the entire system, from subject
to computer enhancement, can be related by frequency
response methods.

Before discussing the actual computer enhancement
operations, it is useful to consider the effects of the
imaging system on typical subjects in terms of the sys-
tem frequency response.

For example, suppose two imaging systems A and B,
with MTF as shown in Fig. 1, are to be compared. Since
B produces equal ur less attenuation than A at all fre-
quencies, B will clearly reproduce the input scene more
accurately. In particular, B will reproduce fine detail
better than A since small features with sharp edges will
usually result in an input signal whose spectrum has a
greater proportion of its energy at high frequencies
than does the signal resulting from large smooth features.
It does not follow, however, that B would always be
selected as the better system. For example, if a low-
contrast shadow in an x-ray film were being sought and
background noise was high, a system like A, that tends
to reject high frequencies, might produce a more suitable
film,

*The image must be sampled at a rate at least twice the highest
frequency present in the signal. When a set of such measurements
is taken, the sampled signal spectzum is a periodic version of the
continuous signal spectrum, and under most circumstances the
periodic components can safely be ignored. - -

SYSTEM B

RELATIVE AMPLITUDE RESPONSE
[od
o
i

#
SPATIAL FREQUENCY, Hz/mm

Fig. 1. Typical modulation transfer functions fo¢ two
imaging systems
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The behavior of the MTF at low frequencies is some-
times as important a5 it is at high freouencies. To illus-
trate this, consider the problem of locating a suspected
hairline fracture in an x-ray film as shown in the drawing
of a bone in Fig. 2(a). A plot of film density across the
bone on the line shown might appear as in Fig. 2(b).
The fracture appears as a low-amplitude, nariow (ie.,
high-frequency) density change superimposed on the
large, slowly changing, low-frequency signal represent-
ing the bone shadow. As shown, the fracture shadow
probably would not be visible on the film. This examp'e

SUSPECTED FRACTURE

(a) ~—FLOT LINE

(b) FRACTURE
SHADOW

()

Y | W —

Fig. 2. Illustration of the processing steps for removing
background shading to enhance small low-contrast fea-
ture: (a) vepresentation of an X-ray image « f a hone con«

taining a suspec.ad hairline fracture shown as a dotted

line; (b) typical density plot that might be abserved along

a single line across the film; (c) moduiation transfer

function of a filter that could be used to remova the

background; (d) density plo: after filtering, shewing
background removal
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demonstrates *hat sometimes it is desirable to reproduce
high frequencies but not low frequencies. If a system
were selected that has an MTF as shown in Fig. 2(c), .
low frequencies would be rejected and the plot linc
through the film would look as shown by Fig. 2(d). At
thi< point, an increase 1n contrast would bring out the
fracture shadow.

As another example. consider the pictures gererated by
isotop~ scanners whick frequently contain narrow bars
of unexposed film between each recorded scan line. If
the unwanted bars were spaced every T, millimeters
down thc image, an imaging system that worid reject
the bars would require a iwo-dimensional MTF like that
shown in Fig. 3. Designing an actual system with such a
transfer function would be quite difficult if not impos-
sible, but 2 digita! filter with zero gain near frequency
fi = /T, and near-unity gain at all other fr.quencies
of interest could easily be ob'ained. When a digital

" filter is-applied to a picture, a new system MTF can be

determined that incledes the effect of the filter. In the

linear case, this new MTF is basically the product of -
~ the ongmal imaging system MTF and the filter. MTF.

.Thus application of the digital filter first described to a

" picture from an isotope scanner with a normal MTF

would produce an effective ovmall cy;tem MTF llke
that shown in Fig. 3.

Many, although not all, computer image enhancemerit
techniques are linear operations so that once a transfer

" function for a particular computer operation is deter-
mined, a new system MTF can be determined which

hT..LATNE AMPLITUDE RESPONSE

/i'f,‘“*

. SPATIAL. FREQUENCY
DOWN MAGE

T, = SPACING OF WHITE -
BARS ON IMAGE

SPATIAL FREQUENCY
N)ROSS IMAGE

Fig. 3. Modulation transfer function designed to reject
horizontal ‘bars which are typical of films generated by

isotope scanners. Bars are assumed to appear every T, °

millimeters

. includes the physical parts of the imaging system, the

film digitizer, and the computer operations.

lil. Digital Filters

One of the most important 1, 1ear image enhancement -

techniques is that of filtering. The operation of digital
filters can most conveniently be explained in the spatial
domain while classification of the different types of
filters is more easily accomplished using a frequency
domain description. Methods for calculating the MTF
of a given filter and for obtaining a filter with a speci-
fied MTF are described in the appendix.

" A. Definition of a Digital Filter

An electronic filter produces an output voitage that

- depends on weighting of the past signals. A digital filter

operates in the same manner except that both past and

future signals are available and, of course, the signals are.

discrete. - T

Let (%o, %, =+ *-, 74) be 2 seque;nce of numbers . )rived

by sampling and digitizing a continuous signal such as
the optical density along a line on a film, and assume

- samples are taken every T millimeters along the line.

Consider a simple three-point filter that replaces the
point x, with the average of the points .1, Xa, Zxs2. If
Y. is the siltered point-at position n, then

U =132, + /3%, + /300
Similarly, the next filtered point y,,, is obtained as -

yl|+l = 1/3xll + l/3xn+1 + l/3x,”.z

The values 1/3 are the filter weighis, ‘which in general
are not necessarily equal. The main filtering relation,
using 2K + 1 weights

-

g=(8x """ 81608 """ 8K

= i & Xn-x ' (1)

~J

Tims, filtering is obtained by a weighted moving average.

v
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Equation (1), the filter equation, is readily extended
to two dimensions. Let the unfiltered signal be repre-
sented by an array of numbers (x,.,, m = 0.1, *+* , M,
n =01 -+, N)and the filter weights by the arrav

=(gn,k=0 =1, xK1=0,=x1,+++,+xL)

Then if y,., is a filtered point, the t ‘o-dimensional filter
equation becomes

ymn—z E Br,t Xm-k. n-1

k==K l=-L

A two-dlmensnonal averaging filter analogous to the
three-point one-dimensionial averaging filter just dis-
cussed is one that averages the nearest nine points includ-
ing the nearest three points on each lin:: above and
below the center point x,, » as well as x,, » and the points

{a) z
j6(6) |

1.0 ~
\, LOW-PASS .
o f

(b}
letf) = 1-]6(f)]

: ]
1.0
HIGH-PASS
o] f

(©
t6"(f)f=1+2(6'(N]

10— HIGH-EMPHASIS

0 ” = f

Fig. 4. Typical ﬂlhr transfer functions: (a) low-pass;
(b) high-pass; (c) high-frequency_restoration. Filters (b)
and (c) derived from filter (a)
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on either side of the same line, Most of the ideas that
follow are easily extended from one to two dimensions
so that, in the interest of keeping the notation simpler,
only the one-dimensional filter will be presented in most
cases.

B. Filter Classes

The three-point equal-weight filter previously discussed
is an example of a low-pass filter whose purpose, as the
name implies, is to pass low-frequency signal components
and reject the high ones. A typical modulation transfer
function of a low-pass filter is shown in Fig. 4(a).

A high-pass filter has the opposite function of removing
low- frequency signals and passing the high-frequency
signals. One obvious way to achieve such a filter is to
subtract, point-by-point, a low-passed picture from the

. original. Rather than actually perform such a two-step

opération, it is possible to derive weights that directly
high-pass the picture. Suppose x, is the unfiltered input,
y, the output from a low-pass filter and y; the output
from a high-pass fxlter Letg = (8« **° gk) be the low-
pass weights and g’ = (g7, ***,8&;) be the high-pass
weights. If the ]ow—pass picture is subtracted from the
unfiltered picture, point-by-point,

y,=x, Y

~'a

and then expressions for y/ and y, accordmg to the filter -

Eq. (1) are substituted above

X X
z : g;:xn—k= xn - ; ‘gkxu—k‘
k=-K

k=-K

Equating coefficients of x,.x on either side of the
equality, it follows that ’

g, = 8k) — g,
where
8k) =1lfork =10

= () otherwise.

As shown in the appendix, if the low-pass filter has
MTF G(f) as shown in Fig. 4(a), then the high-pass filter
just derived has MTF G'(f) = 1 — G(f). A plot of |G(f)|
is shown in Fig. 4(b).

Consider another type of filter that might be called a
high-emphasis or high-frequency restoration filter. This



&

\
KiH
Y

e,
in

R W
e T A ek BE ureet Aol ey L n o sy T " - e o % .,
Fa me s e Tt SRS ‘-;’“’—‘u:\.‘ oaa a A e 3 Ve Y AT LA . St
. A < ke T LEORIRL At T £ A o8 SE I
v t L RO AL "

K R e e €

e

- filter passes low-frequency signals unchanged and ampli-
fies high-frequency signals. Pre-emphasis networks in
hi-fi systems are filters of this type. Applied to a picture,
this type of filter sharpens edges and generally magni-
fies small detail. A high-pass filter and a high-emphasis
filter are similar except the high-pass filter removes the
low frequencies while the high-emphasis does not. In
fact, a high-empbhasis filter can be derived from a high-
pass filter by multiplying.all the high-pass weights g by
a constant and ihen adding one to the center weight.
That is, if g is a high-emphasis filter weight, and A is
a constant,

g = 8(k; + Ag;

Multiplication of every weight by a constant is equiva-
lent to multiplying every value of the MTF by the same
constant. It also can be interpreted as stretching the con-
trast of the picture by this constant. Also, adding one to
the central weight adds one to the MTF at every point.
Thus, for A = 2, the high-emphasis filter derived from
‘the high-pass filter of Fig. 4(b) would appear as shown
in Fig. 4(c).

Instead of smoothing by simple averaging, higher de-
grees of polynomial smoothing may be applied. For
- example, suppose a smoothed point is obtained by eval-
uating a third-degree least-squares _polynomial fit to
the nearest five points. It can be shown that such an
operation is eqaivalent to applying the filtering equation,
Eq. (1), using the following weights:

g = (—3/35,12/35, 17/35, 12/35, —3/35)

To determine how this filter differs in its effect on the
signal from the equal-weight filter or from any other
filter, the medulation transfer function can be computed.

As described in the appendix, the transfer function G(f)
of a filter represented by weights g = (g« * ** , o, *** , &)
is obtained as the Fourier transform of the weights. The
three-point equal-weight filter, for example, defined by

g = (1/3,1/3,1/3)

has a transfer function obtained as

Fa

G{f) = 1/3 + 1/3 cos 2af

where a sampling period of one is assumed, so f repre-
sents cycles per sample.

A plot of |G{f)| is shown in Fig. 5(a). The dotted lines
indicate negative values of G(f) which represents a 180
deg phase shift. That is, if the input to the filter is a
sine wave whose frequency is in this range, the output
weuld be the negative of the input. Figure 5(b) shows
the MTF for the five-point equal-weight filter. As would
be anticipated, five-point averaging results in greater

{a)
Jen] _
6= [t + 2 cost2me]

f

Fig. 5. Transfer functions for equal-w=ight t.1ters:
(a) three-point; (b) five-poin?

|stn]

10+
G(Negs (17424 cosl2mf)-6 cos[4wf])

08
3 1217123
os} '( 35'35'35 35'35)
04l “
o2} *
0 T | i kY [} ]
0 01 02 03 24 03

Fig. 6. Transfer function for five-point third-degree
least-squares filter
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attenuation of high frequencies thax three-point averag-
ing. In comparison, the MTF of the five-point third-

degree filter shown in Fig. 6 produces less attenuation

than either equal-weight filter.

For all of the filters discussed above, the weights were
selected first and then the effective filter MTF was cal-
culated. To obtain a filter with a given MTF, the weights
are calculated by taking the inverse Fourier transform of
the specified MTF (see appendix).

iV. Coniputer image Enhancement Applications

The before-and-after examples of computer-enhanced
pictures described in this section illustrate (1) four classes
of two-dimensional linear filter. (2) nonlinear filters, in-
cluding nonlinear contrast enhancess. and (3) image sub-
traction. The types of images processed include x-ray
fihns, isotope scanner films, and photomicrograpk:s.

All of the pictures were scanned with a cathode-ray tube
flying spot scanner and digitized to six bits (0-63 counts).
Although the system provides a maximum of 1200 scan
lines per inch, it accepts film only about 2 in. square so

- that larger film, such as x-ray film, must first be photo-
graphically reduced and ther scanned. Considerable
degradation results from this reduction process howcver,

and, in addition, some random noise is injected into the_
image by the film scanner. Photographic reduction can-

be eliminated by directly scanning the original, full-size
film with high-quality image dissector televisivn systems

or with mechanical scanners. Scanning noise can eissily

be minimized either by leaving the scanning spot on

each picture point for a long period and then integrating
the resulting signal from the photosensing device, or by -
scanning a picture several times at a normal rate and
then averaging the frames in the computer. Although
this latter technique has recently been adopted at JPL
with very good results. most of the pictures shown in this
section were obtained with a single fast scan that has
left unnecessarily high noise levels. To demonstrate the
effect of the computer processing independently from
the scanning losses, the enhanced pictures that follow are
compared with the unenhanced but digitized versions
rather than with the original films.

A. low-Poss Filter Applications

The removal of high-frequency components from a
picture may be desirable in a variety of situations. The
most common application is made to pictures contzﬁm’ng
excessive random noise which- makes large low-contrast
features: difficult to sce clearly. Low-pass filtering of
noisy pictures is frequently necessary when the computer
is used for pattern recognition or measurement parposes.
Oqcasioﬁs also arise in which it is useful to remove non-
random high-frequency structure—such as sharp edges—
that are not important and make the rest of the picture

difficult to view.

As an example of the application of a low-pass filter
to a picture, consider the tomograph section of the ear
shown in Fig. 7. This picture is composed of 1000 lines
and 1000 elements a line. The sample and line spacing
on the original film were 25 microns. The feature to be
enhanced is the cochlea, the light spiral in the upper half

Q

Fig. 7. X-ray tomograph of cochlea (light spiral): (a) unprocessed; (b) after 31 X 31 equal-weight low-pass filter
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of the picture. In this case, the noise-like structure re-

sults from the spatia! {luctuations of the exposing radia-
tion which is characteristic of tomographic imaging
systems. An averaging filter was selected that consisted
« f equal weights in a 31 X 31 array. The size was chosen
] .-ge enough to remove the noise but not so large as to
remove the image of the cochlea which varied in size
from about 30 to 50 samples across.

A second example of the use of a low-pass filter is
shown in Fig. 8 in which an unprocessed picture of the
calcaneus on the left and a filtered version on the right
was obtained by applying a 7 X 7 equal-weight filter. In
this particular picture, the viewer does not have great
difficulty following the trabecular shadows (the vertical
light streaks); but when the computer was later required
to detect and measure the width of each shadow, the job
was made extremely difficult by the high-frequency
noise. An example of a picture in which disturbing non-
random structure appears that can be removed by filter-
ing is shown in Fig. 9(a). This chest film generatsd by an

. isotope scanner has characteristic square-like pictur
elements and white bars between each line that obscure
useful inforrha'tion_ by attracting the eye. The lines were
first removed by a computer process to be described
later, as shown in Fig. 9(b); then, an 11 X 11 equal-
weight low-pass filter was applied to eliminate the
square-like structure of the original individual picture
elements, as shown in Fig. 9(c).

Radiograph noise resulting from quantum fluctuations
in the source is not concentrated at the high-frequency
end of the spectrum as might be assumed from the salt-
and-pepper effect. Rather, the roise is somewhat evenly
distributed over all frequencies passed by the system.

Cousequently, a simple low-pass filter cannot remove
noise in many cases and may even cawse a poorer pic-
ture than the original by producing a clumping or mot-
tled. effect such as that shown in the radiograph of the
spine in Fig. 10. This effect is less noticeable in Figs. 7
and 8 because considerably more of the high-frequency
signal was remeved fron: these pictures.

B. High-Pass Filter Applications

A common problen in x-ray photography is the visual-
ization of small low-contrast features when they are
superimposed ontn a very dark or very light background.
Direct contrast enhancement will not improve the image
because the tilm or the print will saturate at maximum
white or black. The solution is to apply a high-pass filter
‘that removes the background by converting constaat or
very slowly chonging dark or light areas to grey. The
smaller low-contrast superimposed feature also moves to

‘grey but nsw contrast enhancement may be applied

without saturation occurring.

The basic shape of a high-pass filter is shown in

" Fig. 4(b). Removing the constant or de component of an

electrical signal gern rally means centering the signal
about zero. For the tvpe of picture svstem discussed

here, in which maximum wiute is represented by zero -
“and maximum bl..ck by 63, the removal of the dc com-

ponent means centering the picture «hout mid-grey, rep-

resented by 31. Thus the f{licring equation Eq. (1)

becomes

i
yn =31 + 2 @,
Lk -a

Fig. 8. Radiograph of calcaneus: (a) unprocessed; (b) after 7 X 7 equal-weight low-pass filter

-
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Fig. 9. Radioisotope scanner chest film: (a) unprocessed
image; (b) after removal of scan lines; {c) after 11 X 11
equal-weignt low-pass filter applied to (b)

An example of before-and-after high-pass filtering is
shown in Fig. 11. The left figure, a radiograph of a bone,
shows tlat an opaque dye has been injected into the
blood. When the viewing illumination was varied on

JPL TECHNICAL REPORT 32-1336

the original film, the blood vessels alongside the bone
and those in line with the bone could be seen. Similarly,
a darker print would bring out those alongside the bone,
while probably rendering the bone itself solid black. The
problem is simply that the range of film density is too
large. The high-pass filter narrows that range by remov-
ing background which forces the data to more saiisfac-
torily match the film characteristics. The information that
is thrown away — the background shading — is irrelevant.
Figure 11 shows the result of first applying a high-pass
filter and then increasing contrast by a factor of four.
Since increasing contrast by four is equivalent to apply-
ing a filter that uniformly amplifics all signal frequencies
by four, a substantial amount of noise amplification takes
place as is clear in this example.

A high-pass filter applied to the ear tomograph of

-Fig. 7 is shown in Fig. 12 on the lefc. The result of

increasing the contrast is shovm on the right.

The filter weights for this example are defined as

1
T KT DEL+)

gk_1=-;l fOl‘k=O,1=0

1
T @K+ DEL+ 1)

otherwise.

Application of these weights using Eq. (1) is equivalent
to subiracting the average of the (2K + 1) + (2L + 1)
points surrounding x, from x, itsélf. Then, as previously
indicated, this difference is added to 31 to produce the
filtered point y,. With this interpretation in mind, it
becomes clear that the size of the filter-weight matrix
must e substantially larger than the largest feature to

" be lett in the picture so that the feature will not con-

tribute too heavily to the local average and possibly be
subtracted from the picture. For the ear tomograph a fil-
ter size of 55 X 55 was selected. Since the high-pass
filter was applied to a picture that had previously been
low-passed, the overall effect is that of a band-pass filter
that removes both high and low frequencies. This same
result couid as easily be obtained from a single band-
pass filter applied to the unprocessed picture.

A last example of high-pass filtering is shown in
Fig. 13 which shows pictures of the calcaneus before and
after filtering. In this case, the filtering was not done to
enhance bnt to prepare the picture signal for a computer
quantitation program. The shading shown in Fig. 13 (left)
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-Fig. 10. Radiograph of spine showing mottling caused by removing only high-frequency signal components when
random noise is present at all frequencies: (a) unprocessed; (b) after low-pass fiiter

(a)

Fig. 11. Angiogram of bone showing background removal: (a} unprocessed; (b) after high-pass filter and contrast
enhancement by factor of four

was removed with a one-dimensional filter that sub-
tracted from each point the average of the uecarest
101 points. Since the shading did not change abruptly
from line to line, a one-dimensional filter was assumed
sufficient. Although the shading is removed, some of the
horizontal trabecular structure is also removed,* an effect
that was avoided in later applications by using a two-
dimensional filter.

—
"This effect could not actually be seen, but was detected by subse-
quent computer measurement of the horizontal shadow widths,

-

10

C. High-Frequency Restoration Filters

Consider an imaging system with a modulation trans-
fer function H(f), indicated by Fig. 14(a), that shows the
usual dropoff in response at high frequencies. Restoration
of this loss could be accomplished by a filter with an
MTF, G(f), equal to 1/H(f), as shown in Fig. 14(b). Thus
the overall MTF of the system-including the filter
becomes

M(f) = H(P * G(f) -
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Fig. 12. Tomograph of the ear: (a) after high-pass filter; (b) after high-pass filter and contrast enhuncément

: )
: [Hin) 5 -~
, 15[ A‘
Fig. 13. Radiograph of calcaneus showing background o5l
removal: (a) unprocessed; (h) after 101-weight one- : !
dimensional high-poss filter o 1 f
(b) S Y
- 6] | 7
| ;
20k | &
1.5 :
|
1.0 !
I
J - '
05— |
|
0 l t
- (c)
) x [6(n)]
|
Fig. 14. Diagram showing effect of high-frequency reste- 10 !
ration: (a) typical system MTF; (b) filter MTF designed as 05 I ~——
inverse of the system MTF; (c) MTF of overall system in- M :
cluding filter - - 0 | {
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as shown in Fig. 14(c). Instead of continuing as the in-
verse of H(f), the filter must level off at some point to
avoid excessive amplification of system noise.

Cons: .crable work has been devoted to measuring the
MTF of imaging systems. For example, the MTF of
fluorescent intensifying screen and film combinations
used in x-ray systems has been obtained by Rossman
(Refs. 5, 8) and Morgan (Ref. 7) as well as the MTF of
the x-ray focal spot as a function of its size and geometry
by Doi (Ref. 8). It does not follow, however, that if the
x-ray system MTF were known, the optimum high-
frequency restoration filter would be the cne whose
transfer function was the inverse of the system MTF,

The reason for this, aside from the problem of noise
amplification, is that a distorted system response is as
likely to enhance important information as a flat system
response. The high-pass filter examples demonstrated
this. The important point is that optimization depends
not only on the imaging system itself, but also on the
subject, the (medical) purpose of the film, and the per-
ceptual response of the viewer. These areas are currently
under investigation by Rossman (Ref. 9), Tuddenham
(Ref. 10) and cthers. »

For systems with very high signal-to-noise ratio, high-
frequency restoration filters are quite effective. Fig-
ures 15 and 16 show examples of this type of filtering

Fig. 16. Surveyor Vil picture of lunar surface: (a) unprocessed; (b) after high-frequency restoration filter

12
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applied to pictures of the lunar surface televised by the
Surveyor spacecraft for which, it might be noted, the re-
ceived video signals were directly sampled and digitized
without intermediate film scanning.

Applying high-frequency restoration to photomicro-

graphs also provides some degree of detail sharpening,
as is seen in the chromosome pictures in Fig. 17.

(a)

Unfortanately, the noisc level in x-ray films is so high
that high-frequency restoration filtering is relatively in-
effective. An example of this type of filter applied to a
noisy x-ray picture is shown in Fig. 18. Some improve-
ment in resolution of the intermediate-size blood vessels
can be seen {arrows) but the very fine blood vessels are
still Jost in the noise. This does not mean that frrther
improvement in resolution cannot be obtained, however.

Fig. 18. Pulmonary angiogram showing effect of high-frequency restoration: (a) unprocessed; (b) after high-frequency
restoration, small blood vessel sharpened by filtering (arrow)
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It does mean that the filters must be tailored more to
image content than to the imaging systei . Filters of this
type are described in the next section,

D. Feature-Selective Filters

Feature-selective filters operate by cross-correlating
the picture with a matrix of weights that geometrically
resembles the feature to be crhanced. If, for example,
vertical lines are to be enhanced, the filter weights are
made positive along a vertical line in the center of the
matrix and negative otherwise so that the output of
the filter is a maximum when the filter is centered on a
vertical line in the picture. The weights shown in Fig. 19
were selected to enhance the blood vessel shadows in
the angiogram shown in Fig. 20 (upper). The arrow
points to some blood vessels faintly visible in the unpro-
cessed film and better defined in the filterea version.
The two lower pictures represent further enhancement
by subtraction methods to be discussed later.

Filters of this type can cither enhance or remove
selected featu-es. A radiograph of a thin section of bone

from an excised vertebra is shown in Fig. 21 (a). A
subsequent computing requirement to measure, first, the

--= 4+ + + - --

- - 4+ + + - -

- + - + - + -
+ -- + -- 4+

t oot - To *

+ = 0.0205

- = =0.0207

ALL REMAINING POINTS ARE ZERO

SUM = 1.0

Fig. 19. Feature-selective filter used to enhance lines that
are linear or nearly linear over short distance

Fig. 20. Pulmonary angiogram showing result of applying filter designed to enhance straight lines: (a) unprocessed

picture; (b) after application of filter shown in Fig. 19. Blood vessels faintly visible on the unprocessed picture but more

clearly defined on filtered picture (arrow); (c) result of subtracting unprocessed picture from filtered picture to em-

phasize changes caused by filtering; only positive differences retained, and contrast greatly increased; (d) rosult of
adding four times the positive-difference picture to unprocessed picture
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width of the wvertical trabecular shadows and, then,
the width of the horizontal shadows made 1t de¢ ‘rable
to remove those shadows not being measured in cach
case, The upper . sht image in Fig. 21 shows the verte-
bra with the non-vertical shadows removed, and the bot-
tom picture ~hows the resalt of remnving most of the
non-horizontal trabecular shadows,

E. Nonlinear Filtering and Contrast Enhancement

Nonlinearity in digital filters occurs when the filter
output, as defined by Eq. (1), is truncated, either delib-
erately to produce a specinhized cffect, or unavoidably
when the output exceeds the allowable grey-scale range
(i.e., saturation). The filtering procedure used to remove

the white lines from the isotope scanner image of Fig. 9
is an example of intentional nonlinearily. Filtering was
dccomplished in two steps. Pirst) Eq. (1) was applied
with the following vertical weights:

g = (1/6. 1/6,1/6, 0, 0, 0, 1/6, 1/6, 1/6).

Next, the filtered point y, was compared with the corre-
sponding input x,. If the filtered point was larger than
the input. as would iikely be so if the input point was
part of a line to be removed ¢while 1s represented by a
low number), the filtered point was accepted as is.
Otherwise, the input point was substituted. The effect
of this proc. dure was-to leave the picture unchangea
whenever t. . filter was not centered on a line.

Fig. 21. Radiograph of thin section of vertebra showing effect of filters designed t¢ remove non-vertical and nen.
horizontal trabecular shadows: (a) unprocessed picture; (b) after filter 10 remave non-vertical shadows; (c) after filter

to remove non-horizontal shadows
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